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Fig. 1: Experimental condition illustration. Participants faced their virtual mirror image in one of four conditions: animated upper and
animated lower (AU-AL), static upper and animated lower (SU-AL), animated upper and static lower (AU-SL), or static upper and static
lower (SU-SL) face. We derived combinations from corresponding sensor coverage and role of the areas in nonverbal behavior.

Abstract—Facial expressions are crucial for many eXtended Reality (XR) use cases, from mirrored self exposures to social XR,
where users interact via their avatars as digital alter egos. However, current XR devices differ in sensor coverage of the face region.
Hence, a faithful reconstruction of facial expressions either has to exclude these areas or synthesize missing animation data with
model-based approaches, potentially leading to perceivable mismatches between executed and perceived expression. This paper
investigates potential effects of the coverage of facial animations (none, partial, or whole) on important factors of self-perception. We
exposed 83 participants to their mirrored personalized avatar. They were shown their mirrored avatar face with upper and lower face
animation, upper face animation only, lower face animation only, or no face animation. Whole animations were rated higher in virtual
embodiment and slightly lower in uncanniness. Missing animations did not differ from partial ones in terms of virtual embodiment.
Contrasts showed significantly lower humanness, lower eeriness, and lower attractiveness for the partial conditions. For questions
related to self-identification, effects were mixed. We discuss participants’ shift in body part attention across conditions. Qualitative
results show participants perceived their virtual representation as fascinating yet uncanny.

Index Terms—Facial Animation, Self-Avatar, Uncanny Valley, Augmented Reality, Plausibility, Embodiment

1 INTRODUCTION

Nonverbal behavior is crucial for diverse social phenomena in interper-
sonal communication [4, 57] and self-perception [12]. Accordingly, it
has been studied by scholars from all disciplines for a long time, dating
back at least to Darwin’s seminal work "The expression of the emotions
in man and animals" two centuries ago.

Given the overall importance of facial expressions for interpersonal
communication and self-perception, it has also motivated notable re-
search in the area of XR (encompassing virtual, augmented and mixed
reality) and virtual humans [56, 81]. In XR, avatars, the digital repre-
sentations of the users in the virtual environments, can be of almost
any conceivable form or shape [9]. However, human-like avatars seem
particularly appropriate to satisfy the affordances of social XR [46, 50],
self-perception [89], and body image intervention [18]. When given
the option, people tend to represent themselves similar to their actual
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or idealized self [40]. Here, in analogy to the term virtual embodi-
ment [26] describing the illusion of virtual body ownership [53], some
authors specifically describe the illusion of owning a virtual face as
enfacement [71, 85]. Previous work has reported that availability of
facial expressions improved interaction in social XR [25,68] and a lack
of facial expressions was commented on as deficient by study partici-
pants in shared XR scenarios [60, 83]. As reported by Kokkinara and
McDonnell [42], an increase in animation realism can make a virtual
human more appealing. Two findings are particularly important for
the motivation of the work reported here. First, there is evidence of
media-induced differences in faithful reconstruction of realistic facial
expression, e.g., caused by principle technological or implementation-
specific deficits [84]. Second, an increase of realism not reaching a
point of a non-perceivable quality can have diminishing or even neg-
ative returns, hypothesized as the Uncanny Valley. It describes an
increase in eeriness, discomfort and revulsion in perceiving almost
human-like characters that imperfectly resemble actual humans [59].

3D reconstruction of the shape and appearance of virtual humans has
recently seen remarkable progress and now allows to achieve impres-
sive visual fidelity [41, 72]. Some approaches operate automatically in
less than 10 minutes [1], others require minimal hardware (just a smart-
phone) [92]. The resulting rigged and textured mesh models typically
provide control over facial animation by mixing pre-computed mesh
deformations, referred to as morph targets, blend shapes, or shape keys.
Hence, they provide all the necessary means to be fully animated even
in real-time given sufficient and accurate body and face tracking of the
users controlling the avatars [78].
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However, reliable face tracking poses unique challenges in XR when
using Head-Mounted Displays (HMDs). The inherent occlusion of
parts of the face while wearing HMDs limits sensor coverage and
accuracy of tracking approaches. Some devices only track the pose
of the headset and a pair of hand controllers, while others capture
intricate finger motion and detailed facial expressions. Lack of sensors
for full face coverage can be compensated for with add-on sensors, for
example, for eye tracking1 or lower face expressions2. Alternatively,
missing face tracking data can be synthesized from other sources like
eyes or voice [32, 66] or even using predefined models and rules [70].
Still, these alternatives compensating the lack of reliable full face
tracking that covers all face areas with the same precision, accuracy,
and low latency, often fall short in terms of their faithfulness. In
addition, users might cover or disable sensors, e.g., accidentally or
intentionally to protect their privacy [44] using obfuscating middleware
[62]. Overall, we conclude that reliable and high-quality tracking of
the entire face is generally not guaranteed with current HMDs, and
that even technological advancements would still not overcome user
preferences concerning sensor data disclosure. As a consequence,
we need to understand how these boundary conditions impact self-
perception and interpersonal communication in XR. This work starts
to investigate the effect on self-perception. We pose the following
research question:

RQ: How do facial animations in the lower and/or upper face influ-
ence important factors of self-perception in XR, i.e., avatar embodiment,
self-identification, and uncanniness?

The upper and lower regions as delimiters were selected because
typical sensor devices particularly target these areas and evidence for
the variable salience these areas have.

2 RELATED WORK

This section discusses previous work beginning with a general introduc-
tion to the significance of nonverbal behavior and facial expressions.
This is followed by work investigating the perception of facial anima-
tion specifically in XR, and concluded by previous work on tracking
facial expressions with integrated or attached sensors, or by synthe-
sizing facial expressions either from other signals or using model- or
rule-based approaches.

2.1 Nonverbal Behavior and Facial Expressions

Nonverbal behavior is typically separated into different categories de-
pending on the role, significance, or performing body parts of the
resulting expressions [19, 80]. While posture and gesture are expressed
by our larger skeletal body configurations and movements, facial ex-
pressions are expressed by the fine-grained activation of our facial
muscles and eye movements. Facial expressions are specifically promi-
nent in human interaction [30]. Different expressions can rely on joint
motion in several parts of the face or on a single facial region [6, 8, 65].
Eyes are often perceived as most salient in the face [34], movement in
the larger mouth area aids in speech comprehension [63].

Seminal work by Ekman and Friesen [20] has popularized the idea
of universal recognizability of some facial expressions, implying a
common biological underpinning. They proposed the Facial Action
Coding System (FACS) — a taxonomy of facial expressions decon-
structed into action units (AU) and action descriptors (AD). It is based
on the facial muscles that make up emotional display. Recent work
has argued that emotional display and recognition can differ based
on culture, familiarity, or context [7]. Overall, humans are suggested
to have a shared "language" of facial expressions, albeit with some
"dialects" [21]. Occluding parts of the face impedes facial identity and
expression processing, as with sunglasses over the eyes or face masks
over mouth and nose [74, 75]. Facial inexpressiveness, such as from
severe facial paralysis, can be perceived as less favorable, but less so
when compensated by other nonverbal cues like arm gestures [10].

1https://pupil-labs.com/products/vr-ar
2https://www.vive.com/us/accessory/facial-tracker/

2.2 Perception of Virtual Humans’ Face Animation

Several scientific articles have examined the influences of face anima-
tion with a focus on the lower face, upper face, or both. For the lower
face, enhancing animation parameters has shown beneficial: exaggerat-
ing lip motion can facilitate speech perception [3], while exaggerating
smiles can render interaction partners more positive [67]. Earlier,
Makarainen et al. [54] found that overly exaggerated facial expressions
increased perceived strangeness.

With a focus on upper face animation, Borland et al. [11] varied gaze
behavior in a virtual reality mirror exposure: eyes were either static,
animated from eye tracking data, or animated as constant self-gaze.
Their study results suggest an increase in self-identification with the
avatar when adding eye movement. For dyadic interactions, Roth et
al. [76] showed that being gazed at by one’s stylized interlocutor avatar
while speaking led to better dyadic interactions than interacting with an
avatar with randomized gaze behavior. Tinwell et al. [87] explained the
uncanny perception of virtual characters lacking upper facial expres-
sions as hinting to an attempt to hide or mask unpleasant features. They
refer to diagnosed psychopaths’ lack of a startle reflex which inanimate
behavior in virtual humans could remind us of, resulting in uncanny
responses thereof.

Considering both upper and lower face animation, Murcia-Lopez et
al. [61] let participants observe a stylized virtual presenter. They could
incrementally increase one factor out of eye gaze, eye blinking, mouth
animation, and microexpressions. When instructed to configure the best
form of presentation with the least amount of changes, they reported
to aim for most "life-like", "human", or "real". Gonzalez-Franco et
al. [29] let participants give a pep talk to their virtual selves with a
static face, audio-driven lip movement, or lip-sync and keyframed
idle animations including eye blinks. They found that increasing face
animation levels increased ratings for embodiment, enfacement, and
self-identification. Kullmann et al. [45] let participants rate an observed
avatar’s naturalness and plausibility. Animated faces were rated as
more natural and plausible than static faces — interestingly more so
for synthesized than for tracked animations. Kimmel et al. [39] report
that displaying tracked lower face expressions increased co-presence
in spoken and wordless conversation, whereas displaying tracked eye
movements increased co-presence. Their behavioral measures show an
increase in looking at the partner avatar face when displaying all tracked
movements. In their virtual mirror exposure, Hartbich et al. [31] showed
participant’s mirrored faces either static or with eye and face tracking
data. Adding face animation partially increased enfacement. Looser
and Wheatley [52] observed that eyes contribute most to perceiving
animacy in a face.

2.3 XR Face Tracking and Animation

Many facial tracking solutions combine cameras covering the lower
face with cameras targeting the eyes, for example [69,86]. Some derive
movement of occluded mimetic muscles via strain gauges (e.g., Li et
al. [47]), electromyography like [13], or deploy acoustic sensing, as did
Li et al. [49]. For broader overviews we point to reviews on general
facial performance capture [91] and on gaze-specific works [2, 79].

To synthesize face animation without specific tracking data for face
regions, many approaches refer to speech: When conversing, movement
in the mouth region is highly correlated with speech output. Humans
tolerate audio-visual asynchronies of up to several hundred millisec-
onds, likely also due to regular exposure to delay between seen and
heard speech in media [14]. State-of-the-art lip synchronization is
generated quickly enough for us to accept their asynchrony with visual
speech. Hence, co-speech (audio-driven) facial expressions can be
synthesized plausibly, as shown by [15, 36, 51]. Similarly, a listener’s
facial motion can be synthesized from speaker motion and audio [64].
Less common, Hickson et al. [32] derived facial expressions from eye
tracker data. For brevity, we acknowledge rule-based approaches [70]
and approaches using artist-generated keyframes. Interested readers
consult a recent review on co-speech gesture generation including facial
animation [66].
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2.4 Contribution
In sum, virtual humans tend to be perceived more positively when
(face) animation is more dynamic. Also, higher visual fidelity seems to
increase expectations of behavioral fidelity [55]. This might conflict
with tracking coverage and/or tracking quality in common consumer
headset face tracking because increasing noise levels in facial animation
can decrease observed communication experience [93].

Proprioception could interfere with low behavioral fidelity when, for
example, looking at a mirror in mind-body therapy, or at a self-view
in telepresence scenarios. Seeing yourself in a mirror with animation
from an external source can reduce body ownership [28] and might be
more akin to recognizing oneself in a virtual doppelganger [5]. While
such use cases might call for more veridical behavior display, facial
expression data is not available in all XR embodiment systems. XR
face sensors typically cover the lower face, the upper face, or both.

We expand on the presented studies by investigating nonconversa-
tional face animation for photorealistic, truthful avatars. It is not clear
how face animation coverage influences the embodiment of and self-
identification with such avatars. From prior work presented above, we
derive the following hypotheses:

H1: Self-identification and embodiment are higher when the whole
face is animated. More specifically, we expect highest levels for whole
face animation (group AU-AL), and higher levels for partial face anima-
tion (groups SU-AL, AU-SL) than no face animation (group SU-SL).

H2: Uncanniness is higher when face animation is inconsistent
across both regions (groups AU-SL, SU-AL) than when it is consistent
across regions (AU-AL, SU-SL).

3 METHOD

We investigate how congruent and incongruent animation of the lower
and upper face affects the perception of one’s self-avatar. To test this,
we designed a study in a 2x2 between-subjects factorial design, varying
the display of both upper face region (static vs. animated) and lower
face region (static vs. animated). In an XR mirror exposure, partici-
pants reacted nonverbally to hypothetical scenario prompts and freely
explored their personalized avatar as virtual mirror image. Written
approval for the study was obtained from the local ethics committee.

3.1 Measures
We inquire about virtual embodiment, self-location, self-identification,
uncanniness, most/least liked avatar aspects, simulator sickness, and
mandatory free-text comments.

As control variable, we assessed symptoms related to simulator
sickness [37] right before and right after the XR exposure.

Ownership of and agency over the body in the virtual mirror was mea-
sured with the Virtual Embodiment Questionnaire (VEQ) by Roth et
al. [77] because the component structure and individual items match our
research goals. Also, due to its early validation state, it facilitates com-
parison across studies. Some prior work measured self-identification
with a face-morphing test [29]. Since our digital reconstructions closely
resemble the participant, this does not fit our approach. Instead, we
follow Fiedler et al. [23] in also assessing self-location. It is a common
factor of investigations into the sense of virtual embodiment [38].

We query self-identification, as proposed by Fiedler et al. as ex-
tended Virtual Embodiment Questionnaire (VEQ+) [23], with state-
ments grouped into the factors self-similarity, and self-attribution.

We assess uncanniness with the Uncanny Valley Index by Ho and
McDorman [33], covering the factors humanness, eeriness, and attrac-
tiveness.

To inform future improvements to our approach of reconstructing
and animating virtual humans, we prompt participants to select their
most liked and disliked aspects of the avatar. We allow to pick one or
more of the following options: face, hair, skin or texture, eyes, mouth,
movements, skin tone, hands, clothing, upper torso, neck and shoulders,
nothing, or a custom answer provided by participants themselves. We
then aggregate mentions of face-related factors (face, eye, mouth) and
others as either most or least liked avatar aspect. The resulting relative
occurrence of face-related factors shows how salient the face region
was to participants. We extend our hypotheses as follows:

H3: Face-related factors are mentioned more often as most/ least
liked avatar aspects when any face animation is available (groups AU-
AL, SU-AL, AU-SL).

3.2 Procedure
Our study took about 90 minutes and proceeded in five blocks (depicted
in Figure 2).

XR Exposure

Welcome,
Introduction

Body
Reconstruction Pre-Questionnaire

Reaction Gallery
Display

Mid-Immersion
Questionnaire

Post-Questionnaire,
Debriefing, Closing

Free Exploration

Setup Embodiment Induction

Scenario Prompt
Display Nonverbal Posing

x17 (1 test, 16 regular trials)

Fig. 2: Experiment Procedure.

First, participants read our briefing, data privacy policy, study par-
ticipation consent form, and image recording consent form. After the
experimenter answered questions, participants gave informed written
consent to their participation and use of their data.

Second, a personalized mesh model of the participants was created
(cf. subsubsection 3.3.2). Multi-view images of the participants’ full
bodies in a standing pose were captured, as were RGB-D images of
their faces displaying different facial expressions. Gathered data was
then processed into a skinned mesh model with personalized facial
expression blend shapes.

Third, participants filled out our pre-questionnaire on a dedicated
workstation. It inquired about previous XR and gaming experience,
demographics, impairments in vision and hearing, and symptoms re-
lated to simulator sickness. Reported gender, previous XR experience,
and regular game consumption were used to assign participants quasi-
randomly to an experimental group by covariate-adaptive randomiza-
tion [35]. This was done to evenly balance covariate levels across
experimental groups.

Fourth, participants sat at another table and proceeded with the XR
exposure using a Meta Quest Pro. Initially, the experimenter guided
participants through device setup and explained symbolic input via
direct touch or using a raycast pointer while viewing their egocentric
view mirrored to a laptop. Participants performed the headset’s fit
adjustment procedure for optimal comfort and display clarity. It guides
its wearer through balancing and centering the headset and adjusting
distance between the lenses. Afterwards, participants went through the
built-in 9-point grid calibration procedure for the eye trackers. In our
experimental application, the experimenter registered the virtual with
the physical environment. The previously blackened headset view faded



to the XR view of the passthrough environment, allowing participants
to acclimatize themselves. Subsequently, the end effector offsets for the
body inverse kinematics solver were calibrated and screen-mirroring
to the laptop was deactivated. The virtual mirror was positioned so
participants saw the mirrored room and their mirrored avatar’s head
and most of their torso (cf. Figure 3).

Fig. 3: Egocentric view during main study task. Participants were asked
to depict prompted scenarios nonverbally.

In the remaining XR exposure, participants were instructed by text
and audio instructions. As embodiment induction, they were guided
through simple movements for ca. 135s. This included raising the
stretched arm forward, hovering it in front of the torso, nodding, and
rotating the head, always with pauses and instructions to look at one’s
mirrored or non-mirrored body. Next, participants were lead through a
test trial to familiarize themselves with the trial procedure: after being
shown a prompt about a hypothetical scenario, they were asked to
spontaneously interpret the scenario by depicting it nonverbally. After a
five-second countdown with beeps in the last three seconds, a snapshot
was taken, indicated by a camera shutter sound effect. Participants
had the option to clarify potential questions with the experimenter
before performing the actual trials in two blocks with a break between
them. Following the 16 trials, the mirror was hidden and participants
were shown a gallery of their past reactions and the mid-immersion
questionnaire. It inquired virtual embodiment and uncanniness. To
conclude the XR exposure, participants had 60s to freely explore their
mirror image. In total, participants spent around 15 minutes in XR. This
depended on how quickly they answered the immersive questionnaire
and pause duration between the two experimental task blocks. Display
time of the virtual mirror was the same for every participant.

Finally, participants doffed the headset and filled out a questionnaire
on a dedicated workstation. It contained questions on simulator sick-
ness symptoms, most liked and most disliked aspects of their avatar,
the presumed aim of the study, and open comments. Before closing,
participants were shown our debriefing.

3.3 Apparatus

We digitally reconstruct participants following the pipeline proposed
by Achenbach et al. [1] and blend shape personalization pipeline by
Menzel et al. [58].

3.3.1 Software

We implemented our apparatus in Unity v2022.3.20f1 using the Univer-
sal Render Pipeline, Meta Movement SDK v4.0.13 and the paid plugin

3https://github.com/oculus-samples/Unity-Movement

FinalIK v2.3 from Root Motion Inc.4. We executed the application
standalone on a Meta Quest Pro headset (1832×1920 px per eye, 90 Hz
refresh rate) running Meta Quest OS v62. Wei et al. [90] report its eye
tracker has an average accuracy of 1.652° with a precision of .699°.

3.3.2 Personalized Avatar Mesh Model
For the body mesh, we photograph participants in our custom-built
photogrammetry rig while in A-pose (standing upright with shoulders
abducted, fingers spread, and neutral face). The 94 photos taken simul-
taneously are used to generate a dense point cloud. Then, pose and
shape parameters of a rigged base model are optimized to best fit this
point cloud. The resulting model has 60k triangles and a 4096×4096
px texture.

Fig. 4: Body Reconstruction. (Left) Images from 94 DLSR cameras are
transformed into (center) dense point cloud, then (right) template mesh
model is fit into pointcloud.

To personalize blend shapes, we captured face geometry and cor-
responding blend shape weights for 52 facial expressions detected by
Apple ARKit5. For that, we ran our custom iOS app on an iPhone
12 Pro. Participant faces were lit evenly with a frontal ring light and
captured from the phone mounted on a tripod (cf. Figure 5). To keep
the lip seal and the inside of the upper eyelid visible, we positioned
it slightly below the captured face at an upward facing angle. For
each target expression, the capture app shows a text description, an
animated illustration, and its currently detected intensity. Captures can
be triggered in automatic or manual mode. Automatic mode is active
while pressing and holding a button. It takes a snapshot of the cached
peak expression when its coefficient is above 30% and it is either held
consistently for several frames or released. Manual mode is used to
capture a neutral face pose and target expressions that are not detected
above our threshold (either due to tracking or posing difficulties). Blend
shapes were then refined using a modification of example-based facial
rigging [48] and merged with the body mesh.

Fig. 5: Facial Expression Capture. (Left) Capture rig with tripod-mounted
phone and ring light, (right) user interface.

4https://assetstore.unity.com/packages/tools/animation/
final-ik-14290

5https://developer.apple.com/documentation/arkit/
arfaceanchor/blendshapelocation
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3.3.3 Character Animation

We process tracking data from the Meta Quest Pro HMD to steer the
personalized avatar mesh model in real-time: We feed the headset
pose and wrist poses to the VRIK body pose solver shipped with Root
Motion’s FinalIK. The head end effector follows the headset with
a fixed offset so the foremost eye vertices are on the display plane.
Similarly, wrist end effectors are offset from the wrist pose to align
the virtual index finger tips with the tracked index finger tip when
extended. We configured the solver to slightly stretch the arm when
approaching maximum elbow extension. This avoids elbow snapping
artifacts. Additionally, we provide a pelvis target to the solver whenever
the headset is above the virtual table. This prevents the avatar from
intersecting with the virtual table. The provided finger movements are
transferred to our skeletal animation rig as forward kinematics pose.

Face animation weights are retrieved from the HMD’s five infrared
tracking sensors and mapped to semantically matching blend shapes
in our mesh model. In the upper face, this comprises movement of
eye lids, eye brows, and gaze direction. In the lower face, expression
weights corresponded to movement of lips, jaw, cheeks, and tongue.
We discarded the tongue animation coefficient since our blend shape
rig did not include tongue motion. For conditions with static upper
face animation, there was still occasional movement in the eye region.
This was due to the natural co-activation of some blend shapes, e.g.
wrinkling of the nose (tracked in lower face) also lowers the inner
brows. Hence, the condition still reflects lack of tracking coverage in
the upper face.

3.3.4 Digital Room Twin

We created a mesh model of the main experiment room as background
for the XR mirror. We scanned and processed it with Niantic Inc.’s
Scaniverse app6 v2.1.9 running on an iPhone 13 Pro Max. To align the
virtual with the physical environment, we sample a known landmark on
the table with a Meta Quest Pro controller. We mirror the room model
by inverting its x-axis and position it with respect to the landmark cali-
bration. The stencil buffer mirror is visible through a framed rectangle
positioned at participant eye height.

We used the room texture with its light baked during scanning with-
out additional light. The character was lit with three-point lighting, as
suggested for an appealing look [94].

3.3.5 Experimental Tasks

We aimed to bring about a wide spectrum of reactions without triggering
unpleasant emotions. Hence, we chose to let participants nonverbally
interpret prompts from relatable scenarios. We selected the parlor game
What Do You Meme7 as corpus for our prompts and picked some
of them in a pre-study: Four persons unfamiliar with our study were
asked to freely tag scenarios with its best fitting emotion. We further
considered scenarios with clear inter-rater agreement and discarded
explicit scenarios and ones with tags of negative connotations ("disgust"
and "pain"). As a result, we selected 17 scenarios, such as "When your
pizza gets delivered ice cold", "When you hear a recording of your
own voice", or "When you cut wrapping paper and the scissors glide
perfectly".

Additionally, we decided to let participants freely interact with their
virtual mirror image for one minute.

3.3.6 Latency

To measure our embodiment system performance, we measured motion-
to-photon latency for eye gaze and for jaw movement. Therefore, we
used two smartphones to capture through-the-lense footage and the
person wearing the HMD from the side, both in slow-motion. We then
compared twenty-one movement onsets by counting the frames from
when the person started a salient movement until their mirrored avatar
did initiated the same movement respectively. This yielded an offset of
ca. 56ms for lower face motion and about ca. 61ms for eye gaze

6https://scaniverse.com
7http://whatdoyoumeme.com/

3.4 Participants

We recruited 100 participants with our institutional participation man-
agement system. Our inclusion criteria were language fluency, full legal
age, no gaming addiction, and no pre-existing medical risks (seizure
risk, binocular vision abnormalities, psychiatric disorders, heart condi-
tions, or other serious medical conditions). For 34 of them, participation
was compensated for with student credit. Others were paid according
to the statutory minimum wage. Sessions were scheduled on weekdays
during regular working hours. We excluded 17 datasets from partici-
pants that we did not reconstruct faithfully in an earlier version of the
blend shape personalization.

The 83 included participants (66 female) had a mean age of 24.4
years (range: 19 to 49). Twenty completed the experiment in condition
AU-AL, twenty-one in SU-AL, twenty-two in AU-SL, and twenty in
SU-SL. They were mostly native speakers (81) or reported language
fluency (2).

4 RESULTS

We used R v4.2.2 [73] for analysis. We report descriptive statistics in
Table 1 and provide charts in Figure 6. We report effects as significant
at p<.05. To select an appropriate model at group size of around twenty,
we tested dependent variables for normality (Shapiro-Wilk test) and
homogeneity of variance (Levene’s test with the median as center).
Since group assignment was imbalanced, we computed ANOVAs with
the car package [24] and type III sums of squares. Group comparisons
were conducted with planned orthogonal contrasts, thus not requiring
alpha correction.

4.1 Virtual Embodiment

For ownership, the Shapiro-Wilk test indicated that residuals were
approximately normally distributed, W=.98, p=.1. Levene’s test in-
dicated that there was no significant difference in variances across
groups, F(3,79)=1.58, p=.20. With both assumptions satisfied, we per-
formed a two-factorial ANOVA. Ratings showed no significant effect
of upper face animation, F(1,79)=.21, p=.65, η2

p=.003. Similarly, the
effect of lower face animation was not significant, F(1,79)=1.39, p=.24,
η2

p=.003. The interaction between upper and lower face animation did
not have a significant effect, F(1,79)=.01, p=.92, η2

p<.001. Planned
contrasts revealed that having whole face animation (AU-AL) signif-
icantly increased ownership compared to the other groups (AU-SL,
SU-AL, SU-SL), t(79)=12.20, p<.001. However, inconsistent face ani-
mation levels (AU-SL, SU-AL) did not significantly affect ownership
compared to no face animation (SU-SL), t(79)=−.44, p=.86.

Agency ratings met assumptions for normal distribution, W=1, p=.1,
and for variance homogeneity, F(3,79)=.77, p=.51. Hence, we used a
two-factorial ANOVA. There was no significant effect of upper face
animation, F(1,79)=.21, p=.65, η2

p=.04, or of lower face animation,
F(1,79)=1.39, p=.24, η2

p=.04. Interaction between upper and lower face
animation was not significant, F(1,79)=.01 , p=.92, η2

p<.001. Planned
contrasts showed a significant increase in agency in group AU-AL when
compared to the other groups, t(79)=17.06,p<.001. The second contrast,
comparing inconsistent face animation levels (AU-SL, SU-AL) to no
face animation (SU-SL), indicated no significant difference, t(79)=−.41,
p=.88.

Self-location data satisfied assumptions of homogeneity, F(3,79)=.41,
p=.74, but not of normality assumptions, W=1, p=.04, so we used an
Aligned Rank Transform (ART) ANOVA. It revealed no significant
effect for upper face animation, F(1,79)=.60, p=.4, η2

p=.004, no signifi-
cant effect for lower face animation, F(1,79)=.59, p=.4, η2

p=.004, and no
significant interaction effect, F(1,79)=.75, p=.4, η2

p=.003. Planned con-
trasts showed significantly higher self-location for whole face animation
(AU-AL) when compared to the other groups, t(79)=9.23p=<.001. The
second contrast, comparing inconsistent face animation levels (AU-
SL, SU-AL) to no face animation (SU-SL), indicated no significant
difference, t(79)=−.66, p=.72.
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Fig. 6: Bar charts with mean values and planned contrasts.

4.2 Self-Identification

The factor self-similarity met the assumption of normality, W=1, p=.3,
but did not meet the assumption of variance homogeneity, F(3,79)=
.0056. Hence, we used an Aligned Rank Transform (ART) ANOVA.
The effect of upper face animation was non-significant, F(1,79)=3.78,
p=.06, η2

p=.05. Ratings were significantly higher when the lower
face was static rather than animated, F(1,79)=6.47, p=.01, η2

p=.11.
Interaction was not significant, F(1,79)=.34, p=.56, η2

p=.002. The first
planned contrast showed significantly higher self-similarity in group
AU-AL when compared to the other groups, t(79)=15.79p=<.001. The
planned contrast comparing inconsistent face animation levels (AU-
SL, SU-AL) to no face animation (SU-SL), indicated no significant
difference, t(79)=−.19, p=.97.

For self-attribution, data met assumptions of normal distribution,
W=.99,p=.8, and of variance homogeneity, F(3,79)=.45, p=.72. We
performed a two-factorial ANOVA. It showed no significant effect
of upper face animation, F(1,79)=.00, p=.99, η2

p=.004, no significant
effect of lower face animation, F(1,79)=.03,p=.86, η2

p<.001, and no
significant interaction, F(1,79)=.26,p=.61, η2

p<.001. Planned contrasts
showed significantly higher self-attribution in group AU-AL when
compared to the other groups, t(79)=10.79,p<.001. The second contrast,
comparing inconsistent face animation levels (AU-SL, SU-AL) to no
face animation (SU-SL), indicated no significant difference, t(79)=−.37,
p=.9.

4.3 Uncanniness

For humanness, data satisfied assumptions of normality, W=.97, p=.05,
and of variance homogeneity, F(3,79)=.9, p=.45, so we tested with
a two-factorial ANOVA. Upper face animation had no significant ef-
fect, F(1,79)=.14, p=.70, η2

p<.001, neither did lower face animation,
F(1,79)=.03, p=.86, η2

p<.001, nor was there a significant interaction

between upper and lower face animation, F(1,79)=.03, p=.86, η2
p<.001.

The planned contrast showed significantly lower humanness for incon-
sistent face animation levels (AU-SL, SL-AU) than for consistent face
animation levels (AU-AL, SU-SL), t(79)=−2.67, p<.01.

Data on eeriness met the assumption of normality, W=.98, p=.2, and
the assumption of variance homogeneity, F(3,79)=1.58, p=.2. There-
fore, we performed a two-factorial ANOVA. It showed no significant
effect of upper face animation, F(1,79)=1.86, p=.176, η2

p=.07, signif-
icantly less eeriness if lower face animation was static compared to
animated lower faces, F(1,79)=5.72, p=.019, η2

p=.10, and no significant
interaction effect, F(1,79)=.16, p=.688, η2

p=.002. The planned contrast
showed significantly lower eeriness for inconsistent face animation lev-
els (AU-SL, SL-AU) than for consistent face animation levels (AU-AL,
SU-SL), t(79)=−3.93, p<.001.

Ratings of attractiveness showed normality, W=.99, p=.9, and vari-
ance homogeneity, F(3,79)=2.45, p=.069. A two-factorial ANOVA
showed no significant effect of upper face animation, F(1,79)=.24,
p=.63, η2

p<.001, no significant effect of lower face animation,
F(1,79)=.00, p=.96, η2

p<.001, and no significant interaction effect,
F(1,79)=.02, p=.88, η2

p<.001. The planned contrast showed signifi-
cantly lower attractiveness for inconsistent face animation levels (AU-
SL, SL-AU) than for consistent face animation levels (AU-AL, SU-SL),
t(79)=−4.56, p<.001.

4.4 Face in Most/Least Liked Avatar Aspects
For the relative occurrence of face-related factors among avatar prefer-
ences, the data showed that the assumption of normality was violated,
W=.95, p=.002, and the assumption of variance homogeneity was met,
F(3,79)=2.38,p=.076. Hence, we performed an Aligned Rank Trans-
form (ART) ANOVA. There was no significant effect of upper face
animation, F(1,79)=1.38, p=.24, η2

p=.03, no significant effect of lower
face animation, F(1,79)=.23,p=.64, η2

p=.01, and no significant inter-



Measure Items Type Animated Lower Static Lower

Animated Upper Static Upper Animated Upper Static Upper

Ownership [77] 4
Likert (7)

4.39 (0.95) 4.21 (1.16) 3.94 (1.25) 3.83(1.47)
Agency [77] 4 5.39 (0.95) 4.98 (0.94) 5.00 (1.08) 4.49 (1.33)

Self-Location [16, 27] 4 3.21 (1.05) 2.94 (1.10) 2.94 (1.24) 2.93 (1.26)

Self-Similarity [23] 4 Likert (7) 5.33 (1.21) 4.77 (1.29) 5.97 (0.59) 5.60 (1.10)
Self-Attribution [23] 4 4.14 (1.27) 4.13 (1.14) 4.20 (1.33) 3.91 (1.33)

Humanness [33] 5
SD

3.37 (1.09) 3.50 (0.82) 3.43 (1.11) 3.47 (1.16)
Eeriness [33] 9 4.29 (1.28) 4.76 (1.03) 3.47 (1.32) 4.14 (0.69)

Attractiveness [33] 4 4.30 (0.66) 4.13 (1.20) 4.28 (1.29) 4.19 (1.16)

Face most/ least liked 13 multiple choice 0.43 (0.24) 0.35 (0.15) 0.37 (0.13) 0.34 (0.13)

Table 1: Descriptive Statistics. Mean with standard deviation in parentheses.

action effect, F(1,79)=.00,p=.96, η2
p=.005. The planned comparison

showed no significant difference between groups with any face anima-
tion (AU-AL, AU-SL, SU-AL) compared to having no face animation
(SU-SL), t(79)=.54, p=.59.

4.5 Participant Comments

Overall, participants mentioned positive and negative aspects about
their virtual mirror image, particularly concerning avatar similarity and
identification, perceived facial expressions, avatar looks, and realism.
Many participants were intrigued by the reconstruction process and XR
mirror exposure, as phrased in the comparison to “an animal seeing its
mirror image for the first time”. To several, this intrigue was mixed
with uncanniness. This was reflected in“unpleasant but fascinating
at the same time” or in stressing that their resemblance was “almost
faithful”. In all conditions, participants expressed positive feedback
about the interaction with the virtual mirror image and their fascination
with the avatar’s resemblance to themselves. A few appreciated small
details, such as the depiction of tattoos and clothing. Several partici-
pants criticized “unnatural” or “mechanical” body poses in the form of
hand tracking loss, virtual arms intersecting with the virtual trunk, or
“twirling” wrists (so-called candy-wrapper effect of linear blend skin-
ning). Facial features were commented on with stark differences across
groups. In groups with static face regions (SU-AL, AU-SL, SU-SL), the
lack of facial movement in these regions was criticized. Animated face
regions were perceived as both fascinating and uncanny, sometimes as
“appearing unnatural”. Across conditions, several described the avatar
eyes as “eerie” or “lifeless”. Some participants desired a more aesthetic
appeal and realism in the avatar’s appearance (SU-AL), especially re-
garding features like the eyes and mouth. Various discrepancies in
the avatar’s portrayal while smiling, as well as incorrect iris color and
the depiction of teeth, were seen as distracting and were reported to
partly hinder complete self-recognition, and as less beneficial to overall
perceived avatar realism (AU-AL, SU-AL).

5 DISCUSSION

We showed study participants their self-avatar as virtual mirror reflec-
tion with different levels of facial animation, varying animation in two
regions (upper/ lower face) at two levels (static or animated).

Overall, ratings of embodiment and self-identification were highest
for whole face animation (AU-AL) compared to other conditions (AU-
SL, SU-AL, SU-SL). This is in line with previous work that found
increases in measures related to self-perception when using avatars with
more face animation [29, 31, 45] and our hypothesis H1. However, the
data did not show H1’s hypothesized benefits of partial face animation
(SU-AL, AU-SL) over no face animation (SU-SL) for embodiment and
self-identification factors. This might have to do with the main effect of
lower face animation (lower embodiment and lower self-identification
with avatar for animated rather than static lower faces). Static lower
faces were rated significantly more self-similar than animated ones.
This might stem from the reconstruction accuracy of our approach,

highlighting that observers are more sensitive to subtle details than
designers might expect: While we deform the template model’s mouth
cavity to fit the skin mesh without penetration, neither teeth nor tongue
are personalized. Mismatches in shape and texture likely deteriorated
the mirror exposure, but were only visible for animated lower faces
(SU-AL, AU-AL).

We anticipated inconsistent face animation (groups AU-SL, SU-
AL) to increase uncanniness (hypothesis H2). Participants’ reports
overall showed significant differences between contrasted groups, but
not consistently in the direction we expected. Inconsistent animation
levels were perceived as less human and less attractive. This fits results
by Tinwel et al. [87] that indicated partial animation (static upper face)
to contribute to perceived uncanniness. Notably, inconsistent animation
levels were perceived as less eerie. We suggest this to relate to the main
effect of lower face animation (more eeriness for animated than static
lower faces): seeing a non-personalized, straight, and symmetrical set
of teeth might appear one’s mirror image more attractive and human,
but the unfamiliarity of the inner mouth region with one’s own face
might lead to perceived eeriness. This is contrary to findings by Looser
et al. [52], where eyes reportedly contributed most to perceptions of
animacy, though their stimuli were static images.

For preference ratings of avatar aspects, we expected that presence of
any face animation (groups AU-SL, SU-AL, AU-SL) to result in more
mentions of face-related aspects (hypothesis H3). While the condition
with both face regions static (SU-SL) did have fewest mentions of face-
related factors, we did not find this difference. Participants might not
have paid the most attention to their mirrored avatar faces, but focused
on their overall body expression.

6 LIMITATIONS AND FUTURE WORK

Some limitations of our study should be mentioned. We relied on oppor-
tunity sampling, with about one third of participants being university
students and ca. 80% female participants. We are not aware of system-
atic effects of education on avatar perception. Hence, we argue that
observed effects are likely to generalize to participants with more di-
verse educational backgrounds. However, prior work has shown gender
differences in avatar hand perception, suggesting female participants
to“have increased expectations for their representation” [82]. Since
evaluation of physical bodies has also shown gender-dependent [88],
the gender composition of our sample warrants consideration when
interpreting the results. Our predominantly female sample might have
had higher body awareness, possibly noticing more discrepancies in
appearance and animation, thus experiencing a stronger aversion. Fu-
ture research should validate these findings with more demographically
diverse populations.

Our apparatus preparation might have influenced participants. They
spent around 15 minutes capturing over 50 distinct expressions and
we calibrated the eye tracker built into the headset. We tried to avoid
priming participants by framing the need for expression capture as "re-
quired for virtual human reconstruction" and the need for eye tracking



calibration as "display optimization". As evident from participants’
comments, some expected to see their mirrored avatar also manifest
some form of face animation.

Many participants mentioned disliking their avatar’s eyes. We did
not personalize iris color in our reconstruction pipeline which might
have contributed to that impression. Subsequent investigations should
investigate whether the negative impression of the eyes can be reduced
by correctly coloring irises or whether this stems from animation fac-
tors. Adding procedural microsaccadic jitter and/ or pupil unrest has
previously been shown to increase naturalness of rendered eyes [43].
Such augmentations might also improve self-avatar eye perception.

Artifacts in our skeletal body animation were occasionally very
noticeable. This could be addressed by handling tracking loss more
smoothly as proposed by Ferstl et al. [22]. Integrating recent improve-
ments in body pose estimation from sparse tracking data might reduce
artifacts so that the arms distract less from perceiving the virtual face.

Future work should also investigate longitudinal effects of being
embodied with different facial animation levels, similar to investiga-
tions by Dobre et al. [17]. We anticipate the animation to be perceived
differently when users need to finish tasks instead of actively examining
their virtual mirror reflection.

7 CONCLUSION

We explored the effect of nonconversational face animation for photo-
realistic avatars. Prior work suggests higher levels of virtual human
animation to increase self-identification and sense of embodiment. Re-
portedly, inconsistent levels of animation in a virtual human stimulus
have shown to make it harder to process depicted nonverbal cues. Face
tracking capabilities greatly vary between different XR headsets in
terms of their coverage and tracking accuracy of facial regions, mainly
separating support for tracking the lower face and/or the upper face
or by introducing different tracking or synthesis solutions and hence
animation qualities for these regions. In addition, users might cover or
disable sensors, e.g., accidentally or intentionally to protect their pri-
vacy. We wanted to know about the impact of these different boundary
conditions on self-perception in XR. Hence, we systematically varied
the scope of facial animation to include all four combinations of up-
per/lower face animations in a 2x2 between-groups experiment. As
experimental task, participants interacted with their mirrored avatar by
first reacting to hypothetical scenario prompts and later exploring their
digital representation freely.

Quantitatively, we observed an increase in embodiment when face
regions were animated rather than static. Displaying all available face
animation data resulted in the highest sense of embodiment, showing
none in the lowest. Ratings of uncanniness overall were less distinct,
but higher animation levels were perceived as slightly less eerie. Effects
of face animation on self-identification items were mixed.

Qualitatively, participants showed an ambivalence about the mirror
exposure. On the one hand, many found the novel sight of their digital
representation fascinating. On the other hand, many described a sensed
eeriness in seeing oneself resembled almost faithfully, but not quite.

The negative influence of an animated lower face compared to a static
lower face was prominent and surprising. It introduces a perceptual
trade-off: while most constructs/factors benefited from face regions
being animated rather than static, seeing avatars with an animated rather
than a static lower face made participants perceive them as more eerie
and less self-similar which we explained with the lower reconstruction
accuracy of details like teeth and tongue of the lower face region. These
results highlight the nuanced relationship between behavioral fidelity
and self-perception of avatars.

We initially posed the following research question:
RQ: How do facial animations in the lower and/or upper face influ-

ence important factors of self-perception in XR, i.e., avatar embodiment,
self-identification, and uncanniness?

Overall, our results show that the absence or presence of parts of
facial animations in XR avatars significantly influence perceived em-
bodiment, self-identification, and uncanniness. While avatar perception
did not increase in all facets with more face parts included in the ani-
mation, showing faithful full face animations overall provided the most

benefits for embodiment, self-identification, and uncanniness. How-
ever, even subtle inaccuracies and deficits in reconstruction accuracy
can invalidate these assumptions. Notably, such deficits might not be
apparent for the reconstructed static 3D models during inspection but
might become specifically salient only during animation time. This
calls for a thorough and systematic quality check of reconstruction
results under various animated (and ideally also perceived) conditions.
Since these subtle inaccuracies and their resulting effect of uncanniness
were also noted by some but not all users, it shows that the salience
of these deficits might also be influenced by a user-specific individual
component. The latter would further complicate manual quality checks
since it introduces yet another variable to be taken into account during
the checks, potentially requiring multiple testers.

Our findings have extensive implications for self-avatar perception
and social XR when using commodity face-tracking HMDs: When
showing one’s own digital representation, we suggest using whole face
animations to reach overall high embodiment and self-identification.
If self-similarity and eeriness are crucial, we advise to keep the lower
face static, though this recommendation may diminish with increasing
reconstruction quality of lower faces. Further, we anticipate similar
effects for perceiving others’ avatars. Collaboration likely benefits most
from whole face animation, as reported in prior work discussed above.
Still, lower face animation could have a similar negative impact, espe-
cially for avatars of well-acquainted people. For co-located scenarios,
however, mixing an upper face avatar with the lower face as revealed by
optical or video pass-through might render the need for a high-quality
reconstruction of the lower face redundant.

We suggest future work to continue advancing reconstruction, anima-
tion, and quality testing of virtual humans to mitigate negative effects
of subtle reconstruction inaccuracies like non-personalized oral cavities,
and investigate long-term effects of different face animation.

SUPPLEMENTAL MATERIALS

All supplemental materials are available on OSF at http://doi.org/
10.17605/OSF.IO/Q89GD, released under a CC BY 4.0 license. In
particular, they include files containing the anonymized data for and
analyses for creating Tab. 1 and Fig. 6.
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